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PREFACE

Under U.S. Department of Labor grant number 21-26-73-52 the Department

of Agricultural Economics agreed to investigate indexes of rurality and to

identify the "best" or superior indexes. Eleven potential indexes were

identified in this study and compared for the 63 Michigan counties. Our

conclusions are found in this paper.

We express gratitude to our colleagues for their help: to Professor.

Karl.Wright who shared his thinking with us in the early stages of the

project; to Professor James Bonnen who reviewed drafts and helped clarify

our thoughts; and to Professor Collette Moser, Project Director, for her

interest and assistance. We also thank Professors Blair Smith and David

Parvin, Agricultural Economists at Georgia.Experiment Station, Georgia for

allowing us to use some of their unpublished data for the ranking of

Michigan counties.

This report was prepared for the Manpower Administration, U.S.
Department of Labor, under research and development Grant No. 21-26-73-52
authorized by Title I of the Manpower Development and Traintng Act. Since
contracturs.perfotming such work under Government sponsorship are en-
couraged to express their own judgment freely, the report does not neces-
sarily represent the Department's official opinion or policy. Moreover,
the contractor is solely responsible for the factual accuracy of all
material developed in the report.
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A COMPARATIVE EVALUATION OF INDEXES OF RURALITY--THEIR

POLICY IMPLICATIONS AND DISTRIBUTIONAL IMPACTS*

Introduction

For many years, "what -is rural" has been an implicit question of

policy-makers and researchers. Yet, seldom has the question been dealt

with explicitly. Rather it is often assumed that.everyone knowi what

the term means. The counties containing Detroit and.Cincinnati are

obviously "urban".while many counties in. Appalachia and the Upper Pen-

insula of. Michigan are-obviously "rural." But when one attempts to0

dittinguish countie between the extremes of obviously "urban" and ob-

yidusly."rurall" di ficul ty is'encountered.

.Differentiati g rural frowurban is more .difficult today than 75

gears ago when ag culture and rural were more synonymous. Hathaway,

Beegle, and Bryant, in their book entitled PEOPLE OF RURAL AMERICA,

account for this change in the following passage:

Due to numerous causal phenomena, among them technological inno-
vation, the ease of access to urban centers, and firmly fixed
channels of farm-to-city migration, the styles of life of farm
people in the 1960s appear to have merged with those of society
at large. The entities described by the terms "rural" and "urban"
have 'become confused and obscured. Where one resides no longer
carries with it an unchanged connotation of attributes that it
once may have had. The functions of rural 'areas as well as the
roles associated with them are multiple and it could be a serious
error to assume that the sole or even primary function of many
rural areas today is agriculturally oriented.1

0

Developing a working definition of "rural" and an accompanying measure

is not a futile exercise. It conditions one's ability to procure public

* The authors are Bill Sinclair and Lester V. Manderscheid, Graduate
Assistant and Professor, respectively, Department of Agricultural
Economics, Michigan State University.

0006



al

2

. funds and programs- for "rural" areas. As Bonnen notes , rural

people desire major access to many of thepnew programs, they will have to

convince the decision-makers .... that there are dimensions of these

social problems in rural life.4/ Not Only must rural residents show,

that similar needs and problems exist in\their area but that rural areas

have some unique needs and problems. In 1968 the Advisory Commission on

Intergovernmental Relations followed ronnen's suggestion and contrasted

rural and urban poverty in the following paragraph:

Rural poverty, is greater proportionately. It .has a muth.Ader
geographic distribution. It is somewhat more insulated from
the.main thoroughfare of economic activity. Finally, it is
less visible, largely because of the foregoing traits. Its

basic causes stem from a long-term secular, structural change
that has reduced employment-in firming and in relatively
stable or even declining non-agritultural jobs. High birth

rates, limited occupational experience alongwith other obstacles
to mcibility,.and shrinking local population and tax base all
combine to perpetuate this condition in numerous enclaves,.
large and small, in rural America.2/

In 1966 it was reported.that 45 percent of.all low-income families

lived in rural areas.' Yet only 28 percent ofthe dollars went to the

rural needy for such programs as Neighborhood Youth Corps, Community

Action, Adult Basic Education, and Small Business Leans while apOroxi-

mately 40 percent of funds for Summer Head Start and Work Experience Pro-

grams were allocated to rural areas.Y. Evidence of this type as used to

argue that residents, and especially the rural poor, were victims of dis-

crimination. 'Critical to this argument is the definition of rural and
o

urban as well as the careful delineation of the proper relationship be-
*

tween residence and program cost effectiveness.

Whether allocatinglural Development Act funds, Department of Labor

services, or Cooperative Extension Service resources, :lected and bureau-

cratic decision-makers need some sort of decision rule. If a certain

!..

.1
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percentage.of the resources are intended to reach rural residents, then()

the decision rule needs to discriminate between rural and urban. In

addition, researchers often need.variables which reflect rurality for

such investigations'as rural to urban*migrationt

The intrinsic distinctions between rural and urban cmitained in

one's definition of rural hould be embedded in the index used to measure.

ruralness. Thus, researchers must agree on the concept of rural before

they can prove that one 'index measures ruralness better than another.

Since different indexes often have different implicit definitions of

"rural," it cannot be concluded that oniindex is "better" at distin-

guishing ruralness than another. Whatqambe tested, however, is whether

or not the county's classification changes accordingto the index used.

Thus the central question of this paper becomes, "Does the choice of the

rurality indek differentially affect the classification of counties?"

Some Potential Measures of Rurality

Hathaway, et_ .a0/ contend that if.a distinction is to be.made be-

tween rural and urban there must be something inherently different' etween

the two populations which can be observed and measured. They state that

Given persistent migration from rural to urban areas for many years,
selectivity in the migration process, and the functional specializa-
tion of urban places, it is not unexpected that rural and urban
population groups have different age, educational, and occupational
composition. The qUestion is taking all of these things into ac-
count does the proximity of a rural area to.an urhan area of a given
size have an influence on the rural area apart from these observed
differences'in populatiOn characteristics? Is there support for the
assertion that the degree of rurality in itself is a factor that
explains some of the observed differences in such items as family
income, personal income, and fertility rates?

In the literature and practicef economic policy formulation mciy

different measures have been used either explicitly'or implicitly to

0008
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identifu rurality. The 11 indexes discussed and compared. in this paper

are identified in Table 1.

TABLE 1 .

Index Number Index Name Index Description

Index 1.

Index .2

. Index 3

Index 4

Index 5

Index 6

Index 7

Percent of Employed Labor
in Agriculture, Fisheries,
and Forestry.

Population Density

Percent of County's Popula-
tion Classified as.Rural

Bluestone Index

Clifton Index

Hathaway, Beegle, Bryant
Index

Smith-Parvin Index

Uses 1960 Census data on
occupational classifica-
tions of those employed.

A county's total population
divided by its geographic
area in square miles.

Uses 1960 Census definition
of urban places. Residents
of all other places are
'classified as rural and are
related to total county
population.

Bluestone has a two-way
classification using per-

. cent population classified
as rural and population
density. Bluestone con-
structs six groups of
counties based on these
two dimensions,.

Clifton has the.same two-
way classification as Blue-.
stone but uses different.
criteria to 'categorize all
counties into four groups.

These three authors con-
struct an index based On a
.county's distance from the
nearest SMSA and the size
of the dominant county with-
in the SMSA.

Smith and Parvin construct
an index of rurality based
on population density, per-
cent of employed labor force
not employed in agriculture,
fisheries, and forestry, and
a population proximity to
SMSA

0009 , (continued)
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TABLE 1.(continued)

0

Index Number Index Name Index Description

Index 8 Agglomeration Index

O

Index 9 General Business
Activity Index

Index 10 Economic Development
Index

Index 11 . Earnings Gap

Edwarils, Coltrane, and
Daberkow use principle com-
ponent analysis on twelve
demographic and economic
variables to construct in-
dexes 8, 9, and 10. Index
8 reflects the clustering
of people and economic
activity.

Index 9 focuses on the gross
domestic product of an area.

Index 10 reflects income and
other measures of economic
welfare and progress includ-
ing change variables such as
willingness to change pro-
duction patterns. and insti-
tutional relationships:

This is an index constructed
by John Nixon measuring the
difference between the actual
and potential earnings of an
area and is an indicator of
how well the labor market is
operating.

Each of the 11 indexes in Table 1 will be discussed briefly in the next

section. Each index will be used to rank Michigan's 83 counties; the

ranking's.will then be compared. If major position changes are noticed, Oen

choice of index makes an important difference.

Conceptual Basis for Indexes of Rurality

ReViewing the literature, one can identify.three major approaches used

to define and measure rurality. The first is the equating of rural with

agriculture, or more recently, agriculture and other spatially oriented.

' U010



industries such as forestry. A second approach, the most common one, is

the interaction among demographic and geographicvariables. Indexes

.

numbered 2 through 6 have this orientation.

. Finally, an approach implicit in much policy. dismission of the 1960s,

is the association of economic underdevelopment with rurality. While it

was never.stated.that rural meant underdeveloped, policy-makers behaved

as if this were the.case. The approach is not withuutits merits. Rural-

oriented industries, such as agriculture, mining and forestry, have as an

aggregate declined relative to other.industries over the past three.

decades. This decline ,led to low labor earnings and associated migration

of the best.part of the labor-force-to more urban areas. -:Thus, relative

underdevelopment correctly. characterizes many traditionally rural com-

munities. Indexes 7 through 11 tend to.focus on relative development.

Each major approach and its respective index will now be reviewed.. :

Agriculture and Rurality,

. For many years, the words agriculture and rurality were,used inter-,.

Changeably. With the growth of rural-nonfarm dwellers, as defined by the

Census Bureau, and other changes mentioned.in Hathaway, et.al., this.iden-

tlfication is no longer as,prevalent. Index 1 considered in this paper is

the .percent of employed labor force employed in.agriculture, forestry, and

fisheries. This primary sector of the economy requires extensive'use of
0

land; wide expanses of land are easily associated with rurality;

Professor Karl Wright, Michigan State University, in a study of work

off7farm in Michigan, took agricultural employment, farmers plus farm

laborers, as a percentage of total employment and ranked the 83 Michigan.

counties.1/ft/ Using 1.970 data, he observed that of the ten counties with
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the lowest percentage agricultural, emplo and therefOl considered

the most urban: a) six were in t op ten in value added in manufacturing; !.

b) six werein the top ten to populat4on density; c) two were Upper Penfn-

sula counties; and d) one was in the northern Lower Peninsula county. Ti*

latter three had low population density and low value added by manufacr

turing.1/

Demographic and'Geographic Characteristics and Rurality

Another group of rurality iNexes focuses'on demo-geographic variables

such as population, area, distance from urban centers, etc._ One of the

easiest indexes to construct is Index.2, population density. . The fewer the

number of people per square mile, the more rural the county. This measure

is Sensitive to variability in size of counties.. For instance,sDenver,

Colorado is a densely populated. urban center situated in very large

county which includes a large sparsely settled mountainous.area. The pop-

ulation density index classifies this county near the rural end of the

. scale even though most of its residents are clearly urban dwellers. SiNce

county size is not uniform within most states, let alone throughout the.'
o

entire country, many similar problems can be expected,,..

Index 3 is probably the most widely used index of rurality and builds

on the Census Bureau's definition of urban residents since those not

classified as urban are.by Census definition, rural. The following defini-

tion of urban was used in 1960:

...all persons living in (a) places of 2,500 or more incorporated
as cities, boroughs, villages, 'and. towns (except towns. in New
England, New York, and Wisconsin); (b) the densely settled urban
fringe, whether incorporated or unincorporated, of urbanized
areas....; c) towns in New England and townships'in New Jersey
And Pennsylvania which contain no incorporated municipalities as
subdivisions and have either 25,000 inhabitants or more or a
population of 2,500 to 25,000 and a density of 1,50G persons or



more per square mile; (d) counties in states other than the New
England states, New Jersey and Pennsylvania that have no.incor-
prated municipalities within their boundaries and have a
density of 1,500 persons per square mile; and (e). unincorporated .

places of 2,500 inhabitants or more.P./

. Index 3 utilized in this paper is percent of population classified as

rural or 100 minus the percent classified as urban. 'Variation of this

index have been used by Government agenCies. The.Rural Develo nt Act of
o

1972 defines rural as villages, small cities and towns with.a population

of 10,000 or less and the open countryside. For industrialization loar

and the placement of Government offices, the maximum city jumps to 50,000

population, the minimum size of a SMSA. According to Blair .Smith, the ...

Farmers Horn Administration. ..."defines.rural areas to include open .country

and those places with a population of not more than.5,500 and not closely

° associated with urban areas.4/ These variations will not be used. in this

report.

Indexes 4 and 5 coOlne the conceptual bases.of the previous two

indexes since they are based on percent of population classified as urban

and population density. Bluestone, in his work for the U.S. Department Of .

Agriculture, used.the following six categories and their accompanying

criteria :12/ r-

. Group 1. Metropolitan--if percent urban population is greater than
85 percent and the density is greater than 100 per square
mile or if the percent urban is greater than 50 percent
and di density is greater than 500 people per square mile.

Group 2. Urban--if the urban population is less than 85 percent and
the density is between 100 and 500 people per square mile.

Group 3. Semi-isolated Urban--if the percent urban is greater than
50 and the density is less than 100 people per square mile.

GroupA. Densely Settled Rural--if the percent urban population is
. less than 50 and the density is between 50 and 100 people

per square mile.

0013
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Group 5. Sparsely Settled Rural with Some Urban Population--if the
percent urbon population is less than 50 and the density
is less than 50 people per square mile.

Group 6. Sparsely Settled Rural with No Urban Population--zero per-
cent urban population andoa density less than 50 people
per square mile.

Groups 1 and 2 tend to contain large cities and densely settled 'treas.

Group 3 has smaller urban centers and are somewhat isolated from the sur-

rounding counties. Group 4 tends to contain counties with less urban pop-

ulation internally and which tend to cluster around the counties found in

Groups 1 and 2. Groups 5 and 6'are progressively more isolated.

Clifton 11 in h,s study "Classification and Analysis of Purportedly

Homogeneous Farm Real Estate Market Areas" in the U.S. used a modified

version of the county classification procedure developed by Bluestone. He

used the following gronps:.

Group 1. Urban--where the density is equal or greater than 200 per
square mile and percent population classified as urban
equal to 50 percent or greater.

Group 2. Semi-Urban--population density is between 30 and 200
square miles and percent classified as urban equal to 50
percent or greater.

Group 3. Densely Settled Rural--density is greater than 30 people
per square mile and percent population classified as
urban is less than 50 percent.

*Group 4. Rural--density is lesi than 30 per7s;;;;iiIi-Ind percent
classified as urban less than 100 percent.

The discrete classifications of Bluestone and Clifton as modified

become our fourth and fifth indexes of rurality. Within each of their

respective groups, counties of Michigan are ranked according to population

density to increase the comparability with the'more continuous indexes.

Hathaway, Beegte, and Bryant suggest two measures of rurality that

depart from population density by considering instead the distance from,
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and thus.the impact of a Standard Metropolitan Statistical Area (SMSA),

as defined by the Census Bureau, on the surrounding counties. Their

first index is simply county distance from a SMSA with 4 value of one i

being assigned for each 50 miles. The index range was from 0 (counties

within a SMSA) to sii((no county was further than 300 miles from a.SMSA).

Their other measure incorporated both distance from SMSA-and size of the

SMSA, asserting that the larger-the SMSA,.the greater the influence on .

surrounding counties.g/ Since the size-distance index is more continuous

than the index.based solely on distance, it will be incorporated into our

analysis as Index 6.

-Economic Characteristics and Rurality

-A third set of rurality indexes centers around economic and social

dimensions such as types and levels of economic activity. While these

indexes were not desighedwith the sole purpose, of delineating rural areas,

they are often used to identify counties which have relative need of public

transfers or have potential for growth and development. During the 1960s,

there was a strong tendency to imply that rural was synonymous with under-

development. Relative to' the demo-geographic indexes, the economic and

social characteristic based indexes are more problem-oriented and rooted

in development theory thus enhancing their analytical explanatory powers.1'

Index 7 is based on the work of Smith and Parvin who initially con-

structed an index containing nine factors and applied it to the counties

of Georgia. Their motivation for classifying counties according to their

rurality was to highlight the rural-to-urban migration which had.allegedly

hurt both rural and urban places. The nine factori which they used are:

0Q15
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(1) Population density (persons per square mile)
(2 Percent of.persons living in rural areas
(3 Percent of persons living on farms
(4 Average annual percentage change in populatidn, 1940-1970
(5 Percent employment in medical and dental professions
(6 Percent employment in entertainment and recreational services
(7' Percent employment in service work (except private households)
(8) Percent employment in agriculture, forestry, fisheries, and

mining
(9) Total populatiom.(1,000 persons) .

Principal component analysis was used to assign weights to each factor

such that the variance of the resulting index is maximized.

The most important factor, i.e., the most heavily weighted, in their

index is population density and the least .important is service work employ-

ment. The resulting index, according to Smith and Parvin, discriminates

well between those counties which are "obviously" rural and those "obviously"

Urban; but aireat deal of arbitrariness is required to sort out the bulk of.

Georgia counties which fall in the middle range.

%A
Later 'Smith and Parvin extended their work.to a factor analysis of 19

variables for the counties of five states. The following three factors,

of the original nineteen, are given the largest weights:

(1) Number of persons not employed in agriculture, forestry, or
fisheries

(2) Population density
(3) Population-proximity, which is "the sum of the total population

in the reference county and the sum of the ratios of the number
of persons in all counties within 125 miles of the reference
county divided by the distance in miles between the county seat
in the reference county an the county seat in each county with
in the specified distancelg

The index used in our analysis will be the latter index. It should be noted

that Michigan rankings for this index are based on 1970 data while the other

indexes of this paper use 1960 data.

the remaining indexes related rurality to the relative lack of economic

health. this association is embedded in much IL'''. rural policy-making. For

1/016
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instance, in the early and middle 1960s., the following acts carried the

. bulk of U.S. attention toward rural areas: Area Redevelopment Act,

Accelerated Public Works Act, Appalachian Regional Developmental Act,

and the Public Works and Economic Development Act. The Criteria used for:

'the allocation of funds was level of economic-activity as indicated by

level of unemployment and/or percent.of low-income families.

Edwards, Coltrane, and Daberkow concentrate on regional variation

in economic growth and development.11/ Their objective was-to rank multi-

county units according to past development accomplishments and present.

development. needs rather than to rank counties according to their relative

rurality... They constructed. three indexes whichmeire identifying as

follows:

Index 8 Agglomeration
Index 9 General Business Activity
Index 10 Economic Development

To construct these three indexes, they generate relative weights for

the following 12 variables by principal component analysis:

(1) Percentage of the population that is urban
(2 Percentage of the population that is farm
(3 Percentage white collar
4 Percentage employed in finance, insurance, and real estate

6 Percentage families with less than $3,000
7

Per capita income

Percentage housing units sound
(8) Percentage of persons age 25 or over with a high school degree
(9) Percentage of commercial farms with sales greater than $10,000

(10) Retail sales per capita
(11) Bank deposits per capita
(12) Local governmental expenditures per capita

The agglomeration index reflects the clustering of population and

economic activities. They state: "Agglomeration economies develop when

people and economic activity cluster in urban places."311

0017



.13

The general business activity index focuses on the gross domestic

product of an area by giving major weight to such variables as population,

income, and employment in a single index.

The economic deve nt index reflects the process of changing the

way things are done. As they point,out, "Economic development is a process

of changing the way of doing things....Discovering resources, inventing

techniques, changing the inputs mix, creating products, innovating organi-

zational arrangements, and tapping markets are associated more with new

ways of doing things than with expanding the volume of things done; more

with development than with groWth."11/

Our final rurality index is -a proxy for the amount of local labor

market maladjustment. Index 11 measures the -gap between the potential and

actual earnings of a county given i.ts population composition. If a local

labor market is operating. efficiently, then average earnings will be close

to the potential which coul'd be earned given full utilization of its human

resources.

The index is based on. the work of John Nixon who used multiple regres-.

sion to relate socioeconomic variables to individual earnings and construct

an "earnings capacity equation."1-11/ Thus for each. U.S. county he was able

to estimate potential earnings for an' "average" citizen and compare it to

the actual income per capita for each county. The earnings gaps reflect

apparent labor market deficiencies in demand; however, such factors as im-

perfect knowledge, nonpecuniary income, etc. were not analyzed.

In using this index several observations are needed. First, according

to Nixon, "...an 'earnings gap' reflects the amount by which the estimated

dollar amount of earnings for an average individual in a county .deviates

from the national average earnings for individuals with the same socio-

economic characteristics."12/ Thus, the norm being used is a national one
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rather than d state or regional one. Second, there. is a strono.correla-

tion between size of labor maladjustment and distance of a county from

major industrial activity.. Also, earnings gaps in counties surrounding

Urban centers appear positively related to size of urban areas. Both of

these observations are consistent with the Hathaway, Beegle, and Bryant

approach which used. distance and size of SMSA as determinants of rurality.

Index Characteristics

The eleven indexes have additional differentiating characteristics.

Some of the indexes are discrete while others4re continuous; some are

uni-dimensional while others are multi-dimensional.

Discrete Versus Continuous Measures

Some of the indexes assign each county a separate and usually unique

value. Other indexes group counties and disregard intra-group variation

as in the case of population density. A county can be assigned the.actual

'density in persons per square mile or categorized into high density or low

density based on its population density being above or below the national

average.

Continuous indexes are preferable to discrete classifications for at

least two reasons. First, when variation within a group is greater than

between groups, discrete classication becomes meaningless. The Census

Bureau in 1960 defined urban placOs as being communities kith a. population

of 2,500 or more. If a place was /,not urban, then by default it was rural.

Ore wonders what communities with a population of 2,500 to 5,000 have in

common with cities of several hundred thousand. Is its urban commonality

greater than that of the small urban community with its rural neighbors?

.1

0019 ,,



15

Second,.with.continuous indexes, the user has the opportunity,

according to the problem under'consideration, to decide which counties

will be in the urban group and which will be.in the rural group. With

a discrete.iridex., the user is confined to the grouping of a researcher

or of attempting disaggregation which if possible, may require great

effort. The Bluestone and Clifton Indexes, Indexes 4 and 5, were discrete

as constructed but were made continuous by ranking counties within each of

the respective groups according to population density. This modification

was designed.to facilitate comparison with the continuous indexes.

Even indexes that are essentially continuous may assign the same

value to different counties.. For instance, Index 3, Percent of County's

Population Classified as Rural, has 22 Michigan counties classified as

100-percent rural, Of the indexes reviewed, the Hathaway, Beegle, and

Bryant Index, Index 6, has the most Michigan counties involved in a tie

with at least one other county.

Dimensionality

Some of the indexes are based on a single variable. One example is

Index 2, population density. Others are based on a large number of vari-

ables, e.g., Index 10.

The dimensionality of an index is a function of the conceptual

simplicity or complexity of the concept of rural and of the availability

of direct measures of the concept. simple concept, such'as population

density, is easily measured by a single variable. A complex concept, suck

as the average person's quality of life, may involve several variables or

measures. With more complex concepts, one needs to specify carefully the

weighting to be used for various components, e.g., should incpme have

equal weight with availability of medical care? If notewhat should the

relative weights be?
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Lack of data may require use of proxy measures and thus introduce

complexity into what otherwise would be a simple concept. In this case

it is also important to specify carefully the weights'so that the weighted-

proxy measures clo-aly approximate the desired measure.

In summary, the dimensionality of an index may reflect either the

'complexity of the definition of rural or the lack of a direct measurement

of a simple concept. in any - case where-multiple variables are used the

weights attached to the variables are important.

Index Comparison

Because of definitional uniqueness which lies behind each rurality

indicator, it is impossible to say*that one indicator reflectsTurality

better than another. However, it is possible to determine agreement in

measuring the degree of rurality among the 11 indexes considered in this
.

study. All *83 Michigan counties have been ranked from 1-83 for each of

Ph
the 11 indexes with a rank of 1 for the most urban county and a. rank of 83

for the most rural county.gli Use of ranks permits comparisons of the

indexes withOut conversion to standardized indexscales. Table,2 dis-

plays these rankings for all 11 indexes.

Some simple calculations were made to highlight the rank position

"..."..,changes for different counties. First, the maximum and minimum rankings

were identified across all 11 indexes and a rank difference tulculated.

For instance, Alcona County'has its highest rank (77) according to the

Agglomeration Index and its lowest rank (47.5) according to the Hathaway;

Beegle, Bryant Index. The rank difference or the maximum difference in

. rank position among indexes for this county is 29.5. Table 3 contains

these maximums, minimums, and rank differentials for each county.
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County

Altgeron& .

Al

Allegan
Alpena
Antrim .

Aren't

Wag.
Wry
Say

8enzie
Ierrien
Branch
Calhoun
Cass
Charlevoix
Cheboygan
Chippewa
Clare
Clinton
Crawford
Delta
Dickinson

Eaton
Emmet
Genesee

Gladwin
Gogebic
Gr. Traverse
Gratdot
Hil).sdale

Houghton
Huron
Ingham
.Ionia

Tosco
Iron

Isabella

viackson
Kalamazoo
Kalkaska
Kent
Keweenaw
Lake
Weer
leelanau
Lenawed
Livingston

Luce
Mackinac

Macomb
Manistee
Marquette

Mason
Mecosta
Menominee

Midland
Missaukee
Monroe

Montca1m
Montmorency

Muskegon
Newaygo

Oakland
Oceans
Ogemaw
Ontonagon
Osceola
Occuda
Otsego
Ottawa

Presque Isle
Roscommon

Saginaw
St. (lair
St. Joseph
Sanilac

Schoolcraft
Shfawassee
Tuscola

Van Duren
Wrillteodw

Warr
ilvfatird

Percent
agr.,

For. 6
Fish.

1

S
31

61

29
70.5
69
45
59.5
17
SO
37

55.5
19.5

48.5
' 44

40
30
42.5
67
4

31

15.5
47
35

3

77
9.5

33

63
70.5

23.5
82'

11

57.5

36
14

53
19.5
12.5

62
9.5

23.5
54

73
79
42.5
46

8
26.5
7

3?

S

48.5

55.5
57.5

15.5
81

26.5
59.5
67

6

12

2

80
65
52

76

64
41

34

14

12.5

19.5

25

39

83

28
38

'8

6/

19.5

??

17

TABLE 2

Ranking of Michigan Counties' According to Different Indexes of Rurality

Pop. Percent Modified Modified Hathaway. Smith- Agglom-
Dens. Pop. Bluestone Clifton .8eagle 1 Parvin oration

Class. Bryant
Rural

4 s

73
72 .

27

37.5
60
54
79
34.5
11

72.5
27.5
46
23

72.5
72.5
72.5'

54
12

75"

60
35

21

69'

65
80
42

11

73
72
30

16
60
S4
79
37.5
10

56 72.5 67 56
9 24 9 20
28 49 36 31

13 14 13 12
24 56 33 ta
47 35.5. 52 47
64.5 37 55.5 '64

62 18 27 62
63 72.5 71 63
30 51.5 38 33
75 72.5 77 75
52 16 .25 52
48 7 23 19
21 38 30 25
43 39 50 44
4 6 4 4

61 72.5 70 61

59* 11 26 59
26 19 20 IS
31 34 39 34

34.5 50 43 37.5
42 45 49 43
40 61 47 41

6 4 6 6
25 42 . 34 29
51 72.5 64 49
67 51.5 57 67
33 32 41 .36

14 17 14 13
7 9 7 7

60 72,5 81 80
5 5 5 5

83 72.5 83 83
74 72.5 76 74
32 57 40 35
55 72.5 66 55
18 33 18 23
29 60 37 32

76 44 61 76

71 46 59 71

2 3 2 2
44 29 51 45
50 15 24 17

39 # 31 46 40
41 35.5 48 42
57 27.5 63 57
20 22 19 14
70 72.5 74 70
15 ,,, 47 15 SO
37.5 53 45 51

77.5 72.5 78.5 77.5

8 13 8 8
43

3

50

2

54 .

3

51
3

49 72.5 63 48
66 72.5 72 66
77.S 72.5 18:S 77,5
58 72.5 68 se
82 ?2.5 82 82
68 43 56 68
16 16 16 21

64.5 41 55:5 6S
69 72.5 13 69
12 10 12 11

11 25 11 22
22 40 31 26
45 72.5 62 46
81 21 28 81

19 30 19 24

16 4 SR 44 39

73 55 3? ?/
10 8 10 9
1 1 1 1

46 20 22 IR
-. AM...". .

7
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47.5
73.5
32.5
60.5
60.5
32.5
10.5
32.5

:11::

16.5
32.5
'32.5

32.5
60.5
68
73.5
47.5
6

47.5
73.5
73.5
6
ea
2.5
32.5
78
60.5

. 32.5
16.5

80.5
. 32.5

6

32.5
47.5
73.5

32.5
10
16.5

60.5
3.5

83
47.5
16.5
60.5
16.5
16.5
73.5
73.5
2.5

60.5
80.5
47.5
47.5
68

32.5
47.5
16.5
32.5
60.5
23.5

A 47.5
2.5
47.5
47.5

VI
41.5
60.5
32.5

171
16.5
16.5

32.5
16.5
13.5
16.5
16.5

32.5
8.5
2.5

60.5

73 77
79 60
22 52
48 - 26
65.5 67
43 72
77 65
32 49.5.
16 16
64 54
10 17
30.5. 49.5
14 8
25 56
60 38
68 32
57 25
50.5 IA
28 ..51

71 37
50.5 20
55 18
20 31

59 19
4 9
49 79
62 27
40' 13
34 40
29 61
5' 45

74

6 2
10.6 48
45 33
S9 41 .

35
13 11

39

8 7

74 69
5 4

63 80
61 81
24 62
65.5 66
18 29
19 34
82 55
78 46
3 6
47 35
39 24
44 44
42 47
56 53
27 10
67' 83
12 43
36 58
80 71
11 14
41 64
2 1

46 75
58 76
76 73
53 .78

75 70
70 36
15 23
72 57
63 15

9 12

17 " 22
26 30
37 82
81 42
21 28
33 68
73 S9

5

1 3

5? 21..

a

Gen. Econ. Earnings
Bus. De01. Gap
Act.

.

.71

79

37

24
65
56

68
53

22
45
17

32

8
59
43
62
41

6.
42

55
31

23
27
18

9

81

48-
13

21

44

74.5
51

36

29
48

33

12
6

70
5

83
82

31.5
60
16

28

76
54

10

35

38.5
48

61

64

7

77

52

46

78
15

67

2

57.5
73

80
72

74.5
34

20
69
.25

11

26

14

57.5
66
19

50
40

3

4

36

9 1' 1

76.5 74
72 58
45.5 25.5
27 21

68 79
65.5 53
70 61

50 25.5
17 19
48 75
15
41.5 296 .5

57
72838 8

44.5 69
33 SO
62 64
46.5 33
44.5 55.5
25 39
21 43
29 37
16 73
10 7

10 49
36 55.5
13 31

28 34
52 4S
60 67
61 44
1 23

43 42
32 40.5
39.5 32

37 48
11 10
6 13.5

71 81
12

83 65
82 62
53 27
64 77
22 24
31 13.5
65.5 36
49 68
7 2

35 52
30 '35

39.5 66
56 60
58 59
9 4

81 76
41.5
54 40.5
75 83
14 18
67 46
2 1

69 57
'76.5 70
79 62.5
78 54
73 60
34 71

19 11

63 15
18 72
12 9
24 17

20 ??
74 47
55 " 62.5
23 20

59 29.5
51 38

4 16

1 3

?6 S1
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TAIL( 3'

Maximum and Minimum Ranking Positions and Differentials

Alms
Alger
Allegan
Alpena
AstrMe
Arnow
&Brags
Tarry
Ski
Wale
Ilertien

IOWA
Calhoun
Cass
Charlevoix
Cheboygan.
Chippewa
Clare
Clinton
Crawford
Delta
Dickinson
Eaton
Kant
Genesee
Gladmin
Clogebic

Grand Traverse
Earshot
Millsdatt
Houghton
SWIM
ISOM
Ionia
loco
Iron
Isabella
Jackson
Kalamazoo
Kalkaska
Kent
ItelOWIMIC
Lake
Looser
Leelanau
Leftism
Livingston
Luce
Mackinac
Macomb
Manistee.

Marquette
°Mason

MecOSte
Menominee
Midland
Missaukfre

Monroe
.

MOntcalm
Montmoruncw
Muskegon
Neshlygo

.

Oakland
Oceans

091mIm
Ontonagon
Osceola
%coda
Otsego
Ottawa
Presque Isle
Roscommon
Saginaw
St. Clair
St. Joseph
Sanitise

Schoolcraft
Shismussee
Tuscola
Van Buren
Washtenaw
Wayne
Wexford

lased on ILIndeses

AA-
Mini ff u.

17 . . 47.5 29.6
79 27.5 51.5.
61 22 39
60.5 16 44.5
79 40 19
72.5 32.5 40
80.5 45 35.5.

59.5 25.5 34
23.5 1

45
0

30
13.5

75
37 '6 29

' 55.5 96 27.5
32.5 IP 26.5
59 '24 35
78 35.5 42.5
69 32 37
73.5 18 35.5
72.5. 42.5 30
67 6 61
17 4 73
73.5 16 57.5
73.5 7 66.5
47 6 41

73 16 57
10 2.5 7.5
51 32.5 41.5
78 9.5 68.5
60.5 13 47.5
63 21

s4270.5 16.5 e
80.5 23,5 57
82 3%5 49.5
23 1 22
57.5 25 32.5
72.5 29 43.5
73.1 14 $9.5
53. 32 21

.19.5 10 9.5
16.5 6 10.5
81 60.5 . 20.5
12 4 8
83 23.5 59.5
et 47,5 34.5
73 16.5 56.5
79 SS 24
42.5 16 26.5
60 13.5 46.5
82 e 7*
78 26.5 51.S
10 2 - 6

60.5 '9 31.5
80.5 S 75.5
66 31 35
80 35.5 44.5
68 27.5 *OA
32.5 4 28.5
83 47.5 35.5
52 S 47
59.5 32.5 27
81 60.5 224
21.6 6 17.5
12 41 31

3 1 2
80 46 34

16.5 47.5 29

q.5 47.S
52 28.5

30.5
8? pm 34.5
7: 14 37
34 11

IS 59
23

74

.73 12.5 60.5
19.5 9 10.5

76 16.5 9.5
40 14 26
83 16:5 66.5
81 21 60
30 16.5 21.5
76 16.5 61.5
67 23 44
19.3 3

3
16.5

4 1

60.5 I 18 42.5

Sesedon V MOM
(Exclvdes !Iodises) andLit

1. 141 If

77
79
12
40
.79

72.5 .

80
54
22
75
24
49.6
14

59
7$
69
62
725
51..6

77
52
so
38
73
10
Al

40
40
61
74.5
74
23
40
72.5
69
40
17

13.S
01

12
63
$2
62
77 A
33
60
82
78
10
51 00.4,'"

15

71

22
27. 5

16

60
43 .

61 .

25.5
10

4$

2$

24

32
38.5

18

60.5
28
37
16
7

20
16
4

49
114

31

21

2,
42
MI
1

2S
r20

32
32
10

. 0
70
4

65
61
24
SS.
16
13.5
.36

44.

2

66-
80
64
27
83
52

58
83
18
67
3

72.5
76.5
80.5
78
82
71

26
72
73

12
26
40
82
81

68
30

59
16
4
52

31

35.5
27.S
4
67
5

36
71 A

41

1

41
62
53

.5

60
34
11

15

15

9
17
14

/71

19
29.5

23
3
1

111

51.5

30
31
19
29.5
19
211.5

12

30
1$
2a 1.11

36
42.5
37
44

.22
23.5
40
36
4$
16
67
6
32
51.

19
27

32
32.5
36
22
23
43.

37

S

16
7
7.S

11

18
21

38
22
17

46.5
46
32
8
23
3S
35
44.5
36.5
23
16
47

22
12

10

70
2

26.5
18.5

1A

25
22
37

57
15

Sn

3

9
26
45
60
11

38.5

13
36

3

34

kora!, . 37.27
' --A at- 27.14
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Two of the 11 indexes, the Hathaway, Beeglem Bryant Index and the

index of percent employed in agriculture, fisheries, and forestry, accounted

for most of the extreme rankings. These two indexes were omitted and maxi-
0

mums, minimums, and ranking differentials were again calculated for each

County.-- Thesi'tesults are also found in Table 2. The average ranking

change between the maximum and minimum ranking for each'county across all

11 indexes is 37 positions, while the average for .9 indexes is 31. Even

with the two Ajtreme indicators omittedsgthere is still substantial posi-

tion alteration.

O

To obtain a better feel of how a county's rank might change according

ta which index is chosen, we can look at Table 4 which shows the number of

counties falling within,different ranges of maximum possible rank changes.

Across all 11 indexes, 32 of the 83 counties change by 41 ranks or more.

When the. two 4ndexes producing the most maximums and minimums are eliminated,

13 counties changes 41 ranks or more. More than half the counties, 48,

.change bye31 positions or more when ll'indexeS are used; 34 counties change

by at least that amount when.the 9 indexes are used.

TABLE.4

Number of. Counties Falling Within Different Ranges
of Maximum Rank Change

Difference Between Minimum and
Maximum Rank Change

Between Any'Pair of Indexes

Number of Counties in Category Using:

Eleven Indexes Nine Indexes

0-10 7 12
11-20 9 18
21-30 19 19

. 11-40 16 21

41-50 11 7

51-60 13 6

61-83 8 0

83 83

0024
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Which counties have the larger ranges between their maximum and mini-.

mum tankings? The counties shaded in the following map have a.spread be-
.

tween their maximum and.minimum rankings of 42 or greater and those with .

.6slantedtines are those with a difference of 10 or less. It is ijteresting

to note that those counties which have the greatest variation are those

counties which most people would think of as obviously rural. Moit of the

counties with the least variation\are those around Detroit,Grand Rapids,

and Jackson; except for Jackson Coiity, these are "obviously urban"

counties. It is ironic that indexes which have been constructed to re-
':

flect either rurality or used to dilineate rural regions, should show the

greatest possible 'variation in thelimore remote parts of the state.

Some users may prefer a disiete index that merely groups counties

without ranking within groups. Tit is then relevant to ask if choice Of

an indexaffects a county's plaOent into a particular group. For sim--

:Ilicity, assume categorizatiori into four groups of approximately equal

size. For each index, 21 counties are placed in the most urban group

(Group 1) and 20 are placed in the'most rural ,group (Group 4). The two

middle groupings also include 21 counties.22/ How'many different quartiles

will counties occupy when the 11 indexes are used to group counties?

Seventeen' counties were placed in all four 'quartiles, 24..counties were

placed in threiquartiles, 33 counties were in two different quartiles and

only nine counties, all Group 1 or urban counties; were place in one guar...

tile. Table A- in the Appendix displaysthe number of indexes which

place a particular county into one of the four arbitrary groups.

In our earlier discussion, we broke the 11 indexes into the following

three groups: 1) indexes which focused on agriculture or extensive land

use type economic activity; 2) indexes which dealt with demographic and

0025
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geographicAimenr:otts; 3Lindexes_which_refiect_something_about___ths_type

and level of economic activity. Table A-2 takes the indexes concerned' with

the demo-geographic dimensions and identifies the maximum and minimum

ranking and the difference between the two. The average rank change be- .

tween the two extremes,is 25. Again the greatest differences between the

maximum and minimum rankings are found in the more-rural counties..

Also in Table A-2, the maximums and minimums and the differentials

are constructed for indexes which deal. with economic variables. The average

position change is 24. Tablo 5 indicates for both sets of indexes the

"number of :link changes possible between maximums and minimums rankings.

While there are.15 counties with a.rank change of 41 or more for the demo-
.

geographic 'group.and only 8 couqies with that much rank changefor the

,economic iroUp, there is Tiiireasorto prefer one group to the other.

Thus, it is clear that even when'One narrows therange of possible indexes

by specifying a type of variable to emphasiie, one still encounters a marked

difference among indexes wi^tliin the group.

O

TABLE 5

Number of Counties Falling' Within Different Ranges;
of Maximum Rank Changes

Range of Rurality Indexes Rurality Indexes
Maximum Rank Using Primarily ;Using Primarily

Changes Demo-Geographic Variables Economic Variables

0-10 17 15

11-20 15 . 24
21-30 24 i 18

31-40 12 18
41-50 . 8 3

51-60 4 4

61-70 3 0

71-80 0 1

83 83
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Some of the indexes tend to account for more_maximums_and_ratnimums

Table 6 shows the number of maximums and minimums which can be attributed

to each index (based:on both.the 11 indexes and the 9 indexes).. As indi-

cated earlier, the index of percent employed in agriculture, fisheries,

and forestry, and the Hathaway, Beegle, Bryant Index account for most of

the minimums and maximums. It should also be noted that the economic

development index accounts for the fewest number of maximum and minimum

rankings with.the modified Bluestone .Index a fairly close, second.

TABLE 6

Maximum and Minimum Rankings Generated.
by the Different Indexes

Index Number and Name Eleven Indexes

Maximum Minimum

1 Percent Agriculture 24 9
2. Percent Rural 3 12
3 Population Density 5 10
4 Bluestone 6 3
5 Clifton 5 7
6 Hathaway. 20 15
7 lmith-Parvin

. 5 .4
8 Agglomeration 6 3
9 General Business Activity 8 11

10 Economic Development ' 4 4
11 Earnings Gap .13 r. 8

Total
*

99 86

al,
Nine Indexes

Maximum Minimum

, Excluded.
14 . 11

9 10
7 4
7 8
Excluded

13 .18

13 6
14 9
7 2
20 16

104 84

*
Totals do not add up to 83 because of ties for the maximum or minimum.

Table 7 displays the rank, correlations among the various indexes.

Only 1 of. the 55 correlations is near zero- -that between the modified

Clifton and the Earnings Gap indexes. .These two indexes have different

purpo5es. Cjifton constructed an index to study land prices while Nixon

developed the earnings gap to measure labor market efficiency. In general
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the mink correlations a de)ceL4,re-l-arge,--Al-1-but-t-he--one -mentioned

?4

above are significantly different from zero at a.01 probability level.

TABLE 7

*
Rank Correlation Among the Eleven Indexes of Rurality

Index
Number

Index Number

2 3 4 5 6 1 8 9 . 10 11

1 .4261 .5932 .5191 .6526 .2058 .8548 A3001 .6840 .7699 .7090
2 .7207 :8707 .4542.6491 .4905 .7149 .6503 .5568 .2324
3 .8513 .5149 .4186 .6471 .5681 .6628 .6870 .43.77
4 .5084 .5496 .5842 .6631.6870 .6299 .3354
5. .3006 .6295 .4575 .6217 .5946 .4964
6 :2610 .5479 .4343 .3240 .0154
7 .5062,.7991 .8974 .6244
8 .7132 .5893 .2168
9 .8121 .4305
10 .5330
11

'Computed from ranks reported in Table 1.. Correlations below diagonal
are equal to those above since correlations are symmetric.

The statistical test of significance on the correlation coefficients

investigated the hypothesis of zero correlation. among indexes.- The lnalysis

of rank changes, while not pursued to a statistical significance test,

implicitly investigated the hypothesis of perfect correlation among all the

indexes--or of zero rank change. It is obvious that a statistical test

would also reject-that hypothesis at any reasonable probability level.

Thus we can reject both the hypothesis of zero and the hypothesis of per-

fect correlation. .

On a pair-wise basis there are high (greater than 0.8) correlations

between:

a) Smith-Parvin Index and the Economic Development Index

b) Population Density Index and the Hathaway, Beegle, and Bryant
Index
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c) Smith-Parvin Index and the Percent Employed in Agriculture,,t

The previous descriptioni of these indexes indicates that these Pairs

are all related with each other in terms of their conceptual basis.

In summary the analysis suggests that while the 11 indexes are cor-

related with each other, that correlation is far from perfect. There are

major rank or quartile group changes depending on one's implicit defini-

tion of rural; and these changes are least.important for counties that

are most clearly urban. Choice of index does make A difference.

Summary and Conclusions

The purpose of this study was to investigate alternative measures or

indexes of rurality and their.effect on the classification of Michigan

counties as more or less rural. Eleven indexes were studied. These were

indexes that either have been or might be used as measures of rurality.

Different indexes are associated witlidifferent concepts of rurality.

Some concepts have their base in agriculture and use percent of employment..

in agriculture or in agriculture, forestry, and fishing as a measure.

Others are based on considerations of population density and distance to
11

urban centers. A third group is based primarily on economic conditions.

Indexes based on the latter two conceptual bases are usually multi- ,

dimensional, i.e., there are two or more measures weighted into the index.

Indeed, one index considered,19 different variables.

The basic analysis ranked all 83. Michigan counties by each index..

These rankings were then compared to determine if a county's rank varied

from one index to 'another. When all 11 indexes were studied, the average

county had a difference,of 37 between its highest and lowest rank (Table

3). Or, to state it in another way, 32 counties had a rank difference of
a
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41 or more (Table 4). The two indexes most frequently associated with

extreme--ranks-xere-thekellettnated--and- a -similar analysi-s-performed..-- The

average county still had a differenceoa between its highest and lowest

rank (Table 3) and 34 had a rank difference of 31 or more (Table 4).

While an argument for use of continuous indexes was presented, a

classification into four discrete quartile groupings was analyzed. Only

nine counties remained in the same quartile for all indexes; 33 were

placed in two quartiles; 24 in three different quartiles; and 17 in all

four quartiles (Table A-1).. Therefore, use o iscrete groupings. also

reflects substantial difference in classification f a county depending

on the index selected.

In general, those counties considered most urban were those least

affected by choice of index. This is consistent with the belief that

less urban counties are more heterogeneous than the more urban counties.

Another analytical device was a rank correlation analysis. All but

one of 55 pairs of correlations between.indexes were significantly dif-

ferent from zero at the .01 probability level. This does nott'however,

contradict the preceding analysis. Moreover, since pnly three of the.55

correlations were greater than 0.8 and most were sigpificantly different

from one in a statistical sense, the hypothesis that index choice made no
ti

difference (an expected correlation of +1.0) was rejected.

Thus we conclude thai,the index chosen does make a difference. In

selecting a particular index, one explicitly or implicitly is defining

rurality. That definition of rurality affects the classification of a

county and, therefore, affects any benefits or costs imposed on residents

of the county.
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Our analysis has focused on the definition and measurement of

rurality. In the introduction several different uses for such an index

were mentioned. Can any one index satisfy -the-hiedt-tif-all-pOtehtial

users? Our answer is no. The answer is negative because policy. is

usually problem specific.. And. if a policy is.designed to solve'or al-

leviate a specific problem, then the -index used in the decision rule 'to

allocate funds or services should also be problem specific. One of the

rurality concepts highlighted the-relation between population and land

area (popu'lation density index) while another reflected some degree of

economic activity (general business activity and economic development

indexes). If the problem being addressed is labor market deficiency,

then the choice of index needs to be made between population density,
O

which reflects labor supply or economic activity which reflects labor de-

mand or a joint product of the two.. The conceptual basis of the other .

rurality indexes discussed also needs to be related to the.conceptual

basis underlying the problem of labor market deficiency if,,the most appro-

priate index is to be used.

One further comment is in order. The analysis has focused on one

state--Michigan. While the analysis may not be valid for each and every

state, we expect that.the conclusions are valid for the United States as

a whole and for most large and/or heterogeneous states. Analyses for

other states would provide useful confirmatory or refutory evidence.
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SUBi 4.1(RPi)
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Other decision rules, such as a quadratic relationship,.can be suggested,.
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21. If two counties have the same index value, they are assigned a rank

which is an average of the next two successive ranks. For instance,
if two counties had the same population density and if the next*two
Tanks to be assigned were 63 and 64, then each of the two counties
would be ranked 63.5 1E63 + 64] + 2).

22. An example of a standardiziKI scale would be one where the state average.
equals 100 and the standard devlationacross- counties is 10. Since any
such scale is in a selses_tarbttrifiy, the ranks should give almost as
much infomtion.-------

This is equivalent to assigning ranks 1 through 21 to Group 1, ranks
22 through 42 to Group 2, ranks 43 through 63. to Group 3, and ranks
64 through 83 to Group 4.
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